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Beyond creating a model from data 

• Numerous data-mining methods have been 

proposed during the recent decades, and most of 

them can be used to build model of various 

datasets.  

• Naturally, the performance of different methods is 

different for each dataset.  

• No-free lunch theorem: there is no method which 

would perform the best on all possible datasets.  

• The need to select the best-performing method 

for the problem at hand.  
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Meta-learning 

• To augment, or even replace, human expertise in 

solving the problem of selection of a suitable model 

(with parameters) for a given data: 

• method recommendation, 

• parameter selection. 

• “Learning to learn”, utilizing: 

• analysis of meta-data = dataset properties,  

• history of previous computations, 

• sophisticated search algorithms in the parameter 

space of the models. 
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Local (kernel) models  

• Radial Basis Function network – sum of Gaussians 

• Regularization networks – sum of other kernels 

• Combination of kernels: 

• Product kernels 

• Sum/linear combination kernels 

 



Sum and product kernels 
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Evolutionary search for parameters 
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Evolved RNN configurations 

 

Training data only 10-fold cross-validation 
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Parameter space exploration 
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Conclusion 

• Sensor data are typically homogenous in terms of 

meta-data indicators, the parameter search and 

recommendation works rather reliably.  

• The quality of method recommendation would 

improve with more experiments utilizing at least 

dozens of data sets, as well as more methods.  

• Need for methodologies how to measure model 

success for specific  domains 

• Beyond model recommendation?  

• Recommending complex hybrid solutions 

• Preprocessing, ensambles, ... 
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